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Theme 2:   Context Aware Sensors Systems, Software and 
Applications

Project 2.2: Information Gathering from the Complex Multi-Sensor  
Environment

Task 2.2.1: Sensor Information Acquisition and Feature Extraction

….

Task 2.2.3: Context Aware Multimodal Information Fusion

Our team works on the development of Clinical Care Grade Solutions 
for Information Gathering from the Complex Multi-Sensor Environments 
(Project 2.2) for Critical Care (Context #1) and Home Care (Context 
#2) applications.
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Smart-healthcare environments incorporate a multitude of time- and 
location-dependent sensor-data, from which is possible to extract 
relevant information about patient condition (identity, location, 
physiological parameters), clinical staff status (identity, location, 
readiness), specific clinical activities, medication, supplies, and 
equipment status (identity, location, specs), operating room readiness, 
state of the ambient environment, etc.

Context understanding in these environments require dynamic 
sensor configurations and measurement capabilities similar to human 
perception, which pose a considerable challenge to the traditional 
sensor fusion methods. Location, together with time, represents one of 
the basic contextual information to any context-aware system.
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Smart Healthcare 
Environment

{SOI(j) / j=1,2,… }
SOI = Subject Of Interest

Distributed Sensor Data-Collection Network

Context-Aware  Multimodal Information Extraction =>
Parameterization of the SOI’s Structural and Behavio ral Features of Interest , as 

e.g Formal Language (FL) Vocabulary Descriptors

Context-Aware Scalable System for 
Situation Assessment

{SA(l) / l=1,2, …} 
SA = Sensor Agent

{HA(k) / k=1,2, …} 
HA = Human Assessor 

HCI’s
HCI= Human-Computer Interfaces 

Context-Aware  Multimodal Knowledge Extraction and Representation =>
Scalable World Model (e.g. represented in FL terms)

Interdependency & Behavioral Models 

FL Grammar 

Fuzzy Cognitive Maps 

Context-Aware Multi-Sensor Data  Fusion

Context-Based
Rules of

Assessment



The multi-sensor fusion architecture is based on the mission-critical 
JDL Data Fusion Model developed by the Joint Directors of Laboratories 
Data Fusion Group .  

This architecture has five functional levels. 
*  level 0 “Signal/Feature Assessment” and level 1 “Entity Assessment” 
essentially asses the measurement data; 
*   level 2 “Situation Assessment”;
* level 3 “Impact Assessment” essentially asses the information recovered 
from data;
* level 4 “Performance Assessment” provides sensor management 
functions for process refinement. 
* a supplementary knowledge-management level 5 “User Refinement” is 
used delineate the human from the computer in the process refinement 
and allow for the adaptive decision of who can query and respectively 
access the information and the collected data in order to support cognitive 
decision support and actions. 
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Human sensor information is “fuzzy quantizied” while the machine sensor 
information, both the symbiotic analog transducer & human, and the fully 
automated digital one, is  “sharp & concatenated quantized”

It is possible to reduce the uncertainty of the measurements  involving humans as 
sensors part of multi-sensor systems, by using Fuzzy Cognitive Maps, NNs, and 
Associative Memories.

Dempster-Shafer theory of evidence approach is used to incorporate human-like  
uncertainty management and inference mechanisms in our context-aware multi-
sensor data fusion system. This approach allows us to incorporate time-variable 
weights representative of sensor precision which will improve the sensor fusion 
accuracy in dynamic environments.

Linguistic pattern recognition techniques and semantic model  representations are 
used to develop a semantic level situation assessment system that will allow 
understanding of the dynamics of a complex scene  based on multimodal sensor  
data streams. 
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We met the objectives for the following milestones :

• [M2.7.c / Task 2.2.1 ] Evaluation and refinement of the real-time body 
posture recovery algorithms for video interpretation, [Shi11].

• [M2.8.a / Task 2.2.1 ] Development of linguistic pattern recognition 
algorithms for the hand gesture recognition and combination with body posture 
analysis,  [Dard10], [Zhao11] 

• [M2.13.b / Task 2.2.3 ] Evaluation of the fuzzy and stochastic information 
fusion algorithms for clinician assistance, [Cret10], [Wide10] , 

• [D/P 2.a] Design of an experimental multi-sensor setup including audio 
sensors, cameras, temperature sensors, accelerometers, and pressure-
sensitive arrays; integration of microphone array and steerable video cameras, 
[Kim10], [Maam10], [Maam10a], 
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We are currently working on the following milestone s

• [M2.8.b / Task 2.2.1 ] Evaluation of the linguistic pattern 
recognition algorithms developed for the hand gesture recognition in 
combination with the body-posture analysis, 

• [M2.14.a / Task 2.2.3 ] Study of context inference engine 
architectures based on statistic and machine learning techniques in 
the Context Management Framework studied by the group working 
on Task 2.1.2

• [D/P 2.b] Deployment and evaluation of the experimental of 
sensor setup including audio sensors, cameras, temperature 
sensors, accelerometers, and pressure-sensitive arrays; integration 
of microphone array and steerable video cameras.

• [D/P 2.c ]  Hardware/software implementation of the real-time 
algorithms for the body posture recovery and hand gesture 
recognition into the multi-sensor setup.
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The skin color distribution of people with different skin colors forms 
a compact cluster, with a regular shape in rg (or HS)-chromatic color 
space. => Modeling human faces as a Mixture of Gaussian (MOG) 
distributions in the 2D normalized color space.

Real-time tracking of 2½D head parameters: 
position and orientation



Once the head is detected, an elliptical 
outline is fitted to the head contour. 
Every time a new image becomes 
available, the tracker will try to fit the 
ellipse model from the previous image 
in such a way to best approximate  the 
position of the head in the new image. 
Essentially, tracking consists of an 
update of the ellipse state to provide a 
best model match for the head in the 
new image. The state is updated by a 
hypothesize-and-test procedure in 
which the goodness of the match is 
dependent upon the intensity gradients  
around the object’s boundary and the 
color of the object’s interior.



Model-Based Face Tracking and 

Expression Recognition

3D Face Modeling

• Modeling and animating realistic faces require 
knowledge of anatomy

– Anthropometric (external) representation

• Measurements of living subjects

• Statistics based on age, health, etc.

– Muscle/Skin (internal) representation

• Over 200 facial muscles

• Over 14,000 possible expressions



• Simulate the dynamics of real muscles 

• Facial Action Coding System (FACS) 

– Facial articulation as Expression Action Units (EAUs)

– 7 pairs of muscles + “Jaw Drop” = Expression Space

Model-Based Facial Expression Recognition



Facial Expression Recognition

• Person Dependent

• Person Independent



Publications related to our work undertaken as a di rect result of the hSITE technical agenda, 
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Thank You !
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